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Packet Analysis Platform 

Reconstruct, Measure, Completely Characterize  

     

   

Multi -Tier  
High Capacity  
PCAP Analytics  



NetData will allow you to: 
Å Fully parses all the Application messages 

Å Carries extensive state information including SQL statements with the thousands of cursors established in 
each database session 

Å Associate the database transactions with particular user transactions 

Å Combine all aspects of a multi-tiered application  

Å Pinpoint exactly where in the application chain a problem occurred 

Å Analyze Information that is garnered simply from PCAP files.   

Å No system agent is needed 

Å Model different network conditions to determine how latency and bandwidth might affect end 
user performance.   

NetData has the most comprehensive TCP analytics in the industry 

NetData is a tool that reconstructs, measures fully characterizes all transactions, 

including requests without responses.  
 

NetDataôs RAPID PERFORMANCE RESOLUTION Benefits 



What makes NetData Different? 

 

Multi -Tier PCAP time synchronized analysis 

PCAP 
PCAP PCAP 
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PCAP 

NetData DIFFERENTIATION 

NetData 



Multi -Tier Transaction Analysis (The Holy Grail) 

ÅAbility to time synchronize multiple PCAP trace files providing a Stateful PCAP analysis 

ÅStateful SQL Analysis 

ÅStateful Voice Protocol Transaction Analysis 

Also 

Å50x combined file size capacity of Wireshark 

ÅCapability to Model Queues and Packet Shaping 

ÅNetwork Modeling 

ÅUnequaled number of application decodes 

ÅTCP Sequence Gap Detection 

ÅL7 Message Sequence Gap Detection (e.g. MQTT, FIX) 

NetData DIFFERENTIATION 



Å Analyze and diagnose every abnormal slowdown or failure, to improve performance and availability. 

Å Visualize system operation and understand where transaction time is spent. 

Å See the effect of flow-control and congestion-avoidance mechanisms on data-transfer speeds. 

Å See the effect of network latency (loop-delay) on response times. 

Å Diagnose critical problems quickly to minimize impact on business. 

Å Locate and characterize bottlenecks. 

Å Characterize transactions for capacity planning and feedback to developers. 

Å Analysis database performance; check for table blocking; identify candidate procedures for tuning. 

Å Check system health prior to load testing, regularly in production, and when any significant change is 
made to application or infrastructure ς see and fix problems before they become serious. 

Å Besides reducing the risk to client productivity and business, applying these techniques sooner and 
resolving problems quickly shortens project times by days, weeks, or in some cases months resulting 
substantial savings in project costs 

NetData RAPID PERFORMANCE RESOLUTION BENEFITS 



MODELING QUEUES AND PACKET SHAPING 

Packet loss usually has a severe effect on data flow because congestion-avoidance scheme mandate an 
immediate reduction in the flow rate and cautious attempts to increase the subsequent rate. In modern 
networks most packet losses are caused by some form of buffer shortage ς perhaps by an inability to 
marshal buffers in time, but more likely by a unique overflow or traffic regulator known as a packet shaper, 
with contracted Committed and  Peak information rates. 

 

NetData has extensive facilities to measure flow rates and also is able to determine the parameters that 
control  packet queues, packet shapers and packet policers. It does this by modelling the behavior of packet 
queues, tokens buckets, leaky buckets  and over overlaying performance on charts of measured 
performance.  

Causes of Packet Loss  - Modeling Queues and Packet Shaping 



MODELING QUEUES AND PACKET SHAPING 

A file transfer was disrupted by frequent packet losses, indicated here by the selective ïack information and 

the red packet strips plotted on the sliding window. The TCP fast-recovery scheme prompted retransmissions 

with minimal delay but the bytes-in-flight area graph below the sliding wing shows that the congestion-

avoidance window was halved many times, severely reducing the data flow. Why were packets lost?  



MODELING QUEUES AND PACKET SHAPING 

On the assumption that packets were overflowing a queue waiting for transmission over a 100 Mbps link. NetData modeled  

the behavior of the queue with packets arriving and being dropped as indicated by the captured traffic. The cream area 

representing graph queue length shows that packets were dropped (indicated by red squares) only when the queues size 

reached 25 Kbytes.  The modelôs validity is confirmed by the markers for observed round-trip times which increase by 

amounts which closely follow the modelled queue-waiting times (indicated by green circles). A subsequent examination of the 

network path revealed an old router with only 25 KB of buffer space. 

 



SAP ï USERS COMPLAINING ABOUT SLOW PERFORMANCE  


