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NetData has the most comprehensive TCP analytics in the industry

NetData is a tool that reconstructs, measures fully characterizes all transactions,
Including requests without responses.

NetData will allow youo:

A Fullyparsesall the Applicationmessages

A Carriesextensivestate information includingSQLstatementswith the thousandsof cursorsestablishedn
eachdatabasesession

A Associatdhe databasetransactionswith particularusertransactions
A Combineall aspectof a multi-tiered application

A Pinpointexactlywherein the applicationchaina problemoccurred

A Analyzdnformationthat is garneredsimplyfrom PCAHiles.

A Nosystemagentis needed

A Model different network conditionsto determinehow latency and bandwidth might affect end
userperformance
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What makes NetData Differert

Multi-Tier PCAP time synchronized analysis
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Multi-Tier Transaction Analysis (The Holy Grail)
A Ability to time synchronize multiple PCAP trace files providing a Stateful PCAP ana
A Stateful SQL Analysis
A Stateful Voice Protocol Transaction Analysis

Also

A 50x combinedile size capacity of Wireshark

A Capabilityto Model Queues and Packet Shaping

A Network Modeling

A Unequaled number of application decodes

A TCP Sequence Gap Detection

A L7 Message Sequence Gap Detection (e.g. MQ)T, FIX
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Analyzeand diagnoseeveryabnormalslowdownor failure, to improveperformanceand availability.
Visualizesystemoperationand understandwheretransactiontime is spent

Seethe effectof flow-controland congestioravoidancanechanism®n data-transferspeeds
Seethe effectof networklatency(loop-delay)on responsdimes.

Diagnosecritical problemsquicklyto minimizeimpacton business

Locateand characterizeébottlenecks

Characterizéransactiondor capacityplanningandfeedbacko developers
Analysigdatabaseperformance checkfor table blocking identify candidateproceduredor tuning.

Checksystemhealth prior to load testing, regularlyin production,and when any significantchangeis
madeto applicationor infrastructurec seeandfix problemsbeforetheybecomeserious

Besidegeducingthe risk to client productivity and businessapplying these techniquessoonerand
resolvingproblemsquicklyshortensproject times by days,weeks,or in somecasesmonthsresulting
substantialsavingan projectcosts
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Causes of Packet Loss - Modeling Queues and Packet Shaping

Packetlossusuallyhas a severeeffect on data flow becausecongestioravoidanceschememandate an
iImmediate reductionin the flow rate and cautiousattempts to increasethe subsequentate. In modern
networks most packet lossesare causedby some form of buffer shortage ¢ perhapsby an inability to
marshalbuffersin time, but morelikely by a uniqueoverflowor traffic regulatorknownasa packetshaper,
with contractedCommittedand Peakinformationrates.

NetDatahas extensivefacilitiesto measureflow rates and alsois able to determinethe parametersthat

control packetqueuespacketshapersand packetpolicers It doesthis by modellingthe behaviorof packet
gueues, tokens buckets, leaky buckets and over overlaying performance on charts of measured
performance
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Client Data Sequence & Window Size vs Time
BCS_ABDT/TCP connection 1806919: ABD (cit) -> ABD-Logger (svr)
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A file transfer was disrupted by frequent packet losses, indicated here by the selective i ack information and

the red packet strips plotted on the sliding window. The TCP fast-recovery scheme prompted retransmissions
with minimal delay but the bytes-in-flight area graph below the sliding wing shows that the congestion-
avoidance window was halved many times, severely reducing the data flow. Why were packets lost?
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Client Round-Trip and Rel. Waiting Times & Waiting Queue

ABD (cit) -> ABD-Logger (swvr)
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On the assumption that packets were overflowing a queue waiting for transmission over a 100 Mbps link. NetData modeled
the behavior of the queue with packets arriving and being dropped as indicated by the captured traffic. The cream area
representing graph queue length shows that packets were dropped (indicated by red squares) only when the queues size
reached 25 Kbytes. The mo d e Valdgy is confirmed by the markers for observed round-trip times which increase by
amounts which closely follow the modelled queue-waiting times (indicated by green circles). A subsequent examination of the
network path revealed an old router with only 25 KB of buffer space. ®
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SAP 1T USERS COMPLAINING ABOUT SLOW PERFORMANCE
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